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Response to the letter from the Dr. Jack R. Smith, the Interim State Superintendent of the 
Maryland State Department of Education. 
. 
I will address specific claims in Dr. Smith’s letter as well as making some additional observations: 
 

1. “Maryland has been using automated scoring on the extended constructed response 
questions included in the science assessments for the past decade.”  Machine scoring of 
short answer (one paragraph or less) questions for content appears to be fairly accurate and 
reliable.  There is a major difference, however, between a machine looking for two or three 
key terms and parsing the relationship among them, and a machine attempting to score 
grammar much less coherence, development, argumentation, and other traits associated with 
English Language Arts (ELA). 
 

2. “Studies have shown that automated scoring is as accurate as human scoring and more 
consistent and efficient.”  Because writing is communication from one mind to another 
mind, unless a machine can pass the Turing Test’s “Imitation Game,” a claim that machines 
are as accurate as humans is meaningless.  Moreover, the Educational Testing Service’s 
(ETS) own Randy E. Bennett, the Norman O. Frederiksen Chair in Assessment Innovation, 
has emphasized that the correlation between machine scores and the readers used for large 
scale test cannot be considered an accurate indicator of test validity (Bennett, 2015; Bennett 
& Zhang, 2015).  For machine scoring to be valid, it must correlate with expert readers.  The 
readers for state tests, however, can hardly be considered experts.  Pearson, the PARCC 
vendor conducting the scoring, has, in the past, advertised for college graduates in any field 
to grade state writing tests for $12 per hour (Strauss, 2013).  There was no consideration of 
differing educational institutions or the applicants’ GPA’s.  In addition, Pearson readers are 
expected to read 20-30 essays per hour (Malady, 2013).  In sum, readers are trained to grade 
like machines. 

 
The essays are extremely short, and because students have very little time, the number of 
words becomes the major determinant of scores both by machines and the under-qualified 
and over-worked human scorers (Perelman, 2012; Chodorow & Burstein, 2004).  Machines 
are very good at counting words.  The other proxy variables used are equally reductive.  
Development, for example, is primarily measured by the number of words and sentences in 
each paragraph (Quinlan, Higgins, & Wolff, 2009). 
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3. In response to Question 5, asking for independent research providing evidence of the 
reliability of machine scoring of essays, Dr. Smith responds “The proof of concept 
report has three pages of references that provide evidence of reliability.”  Although 
there are three pages of references, the 31 citations cannot in any way be considered 
independent research.  Of these 31 citations, the lead author and most of the other authors of 
28 of the references are either employees of or consultants to one of the two organizations 
producing the report and also employing machine scoring of essays, the Educational Testing 
Service and Pearson Education.  Peter Foltz, one of the authors of the Proof-of-Concept 
Study, a Pearson Vice President, and co-developer of Pearson’s Intelligent Essay Assessor 
scoring engine, is principal author of five of the references and co-author of five more.  Jill 
Burstein, another one of the authors of the Proof-of-Concept Study, Research Director of the 
Natural Language Processing Group at ETS, and developer of ETS’s e-rater scoring engine 
is lead author of three articles and co-author of three more.  There are no references to the 
body of academic work, including my own, critical of the machine scoring of student essays 
(including Ericsson & Haswell, 2006; NCTE, 2013; Human Readers, 2013; Condon, 2013; 
Herrington & Moran, 2001; Herrington & Moran, 2012; Perelman, 2012; Perelman, 2013; 
Perelman, 2014a; Perelman, 2014b; Perelman 2016.)  
 

4. Other than ETS’s Test of English as a Foreign Language (TOEFL), no major high 
stakes writing test employs machine scoring as the sole grader of student essays.  The 
College Board does not employ machine scoring for the SAT nor for the AP Composition 
Test graded by ETS.  Human readers grade the ACT Essay.  The other and much larger 
Common Core consortium of states, Smarter Balanced, is not using machines to score 
student English Language Arts (ELA) essays and their Proof-of-Concept Study was 
primarily focused on using machines as a read-behind to check the reliability of human 
readers.  ETS has used machine scoring as a check on human readers (except for the 
TOEFL), although beginning this year, GRE essays will be scored by both humans and e-
rater and the scores averaged to produce a final score.  Moreover, some of the eight 
remaining PARCC states, including my own, Massachusetts, are having all essays scored by 
humans. 

 
5. The grading software is extremely susceptible to gaming.    Because the machines do not 

understand meaning but only count proxy variables, it is possible to attain a high score 
merely by providing the machine with the appropriate configuration of variables.  My own 
research with the Basic Automatic BS Essay Language (BABEL) Generator demonstrates 
that the scoring engines such as e-rater will give top scores to verbose gibberish peppered 
with obscure language.  The purpose of the exercise was to demonstrate that if essays are 
graded by machines, students and teachers will have a powerful incentive to focus on 
bad writing, essays that are verbose and full of pretentious diction but that will not be 
considered gibberish by human readers and that will certainly receive top scores from 
the machines. 

 
6. There is some indication that machine scoring can be biased towards or against certain 

linguistic and ethnic groups.  In an ETS research study, Ramineni et al. (2012) report that 
for e-rater comparisons with human readers scoring the GRE: 

 
Results revealed adequate performance of the different e-rater scores at the prompt 
level, with a notable exception for examinees from China with e-rater scores around 
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half a SD higher than the human scores, and for African American test takers with e-
rater scores roughly two-tenths of a SD lower than the human scores.  (p. 27) 
 

Preliminary, but not conclusive, findings in my own research on the grammar evaluation 
functions of machine scoring also indicate that machines would privilege English Language 
Learners whose first language does not possess articles, such as Mandarin or Cantonese, 
while over-identifying verb formation errors of English speakers whose native dialect is 
some form of Black English Vernacular.  
 
Given the lack of substantive unbiased research supporting the use of machine scoring for 
ELA essay evaluation, the corpus of research describing various problems with it, and the 
issues I have outlined here, student ELA essays should be graded by human readers.  
Moreover, rather than having them graded by Pearson or ETS, the essays should be scored 
by teachers.  Although more expensive, this approach has a double function of both 
producing much more reliable and authentic scores while simultaneously providing one of 
the best venues for the professional development of ELA teachers. 
 
Les Perelman, Ph.D. 
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